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ABSTRACT
Discovering useful information formed by various hidden fac-

tors in multimodal data has been of great importance for rec-

ommender systems to improve both model performance and

recommendation explainability. These factors hidden in mul-

timodal data are highly entangled in a complex manner, pos-

ing great challenges in uncovering their entanglement during

representation learning for recommendation. However, ex-

isting literature on disentangled representation learning only

pays attention to unimodal data, failing to uncover the com-

plex and entangled factors in multimodal data. In this pa-

per, we study the problem of multimodal disentangled repre-

sentation for recommendation in a weakly supervised man-

ner, to the best of our knowledge, for the first time. We

propose a multimodal disentangled recommendation (MDR)

model that can learn well-disentangled representations carry-

ing both complementary and common information from dif-

ferent modalities, such that both recommendation accuracy

and representation explainability can be increased. Experi-

mental results demonstrate the superiority of our MDR model

in terms of both recommendation performance and explain-

abilty on various real-world datasets.

1. INTRODUCTION

One of the most widely adopted pipelines in recommender

systems is to learn unique representations for both users and

items. Recommendations are then generated based on simi-

larity or relevance between candidate items and target users.

A large number of existing algorithms [1, 2, 3, 4, 5] have

learned various representations of users and items for rec-

ommendation. The huge success of deep neural networks

(DNN) has further increased the varieties of representations

for recommendation [6, 3, 7]. These methods learn both user

and item representations in a highly entangled manner, ne-

glecting the significance of item attribute factors for capturing

user intension, and therefore failing to disentangle them for

recommendations. The learned representations may mistak-

enly carry confounding factor information, which may result

in non-robustness, low explainability, and even bad accuracy.

The key to enhancing recommendation accuracy and explain-

ability, two important aspects that can help increase user satis-

faction, lies in discovering useful information formed by var-

ious factors in multimodal data. These factors, however, are

entangled in a complex way, generating great difficulties in

learning disentangled representations for more accurate and

explainable recommendation.

Disentangled representation learning [8] aims to learn dis-

entangled representations uncovering the hidden explanatory

factors carried in observable data, which has received con-

siderable attention. Disentangled representation benefits in

several advantages such as robustness, i.e., less sensitive to

misleading information in sparse data, and explainability, i.e.,

able to tell what different factors indicate in vectorized rep-

resentations. These advantages essentially make disentan-

gled representation find its direct applications in explainable

recommendation [9, 10]. Nevertheless, most existing litera-

ture on disentangled representation learning mainly lies in the

field of computer vision [11, 12, 13], natural language pro-

cessing [14] and graph representation [15]. Works on disen-

tangled representation learning for recommendation like [16]

merely discovers user intention from sparse user purchase be-

havior, which is hard to explain and fails to handle multi-

modal scenarios where items have multiple modalities, each

of which may carry either complementary or common infor-

mation with others.

In this paper, we study the problem of multimodal dis-

entangled representation learning for recommendation in a

weakly supervised manner, to the best of our knowledge, for

the first time. However, there are three challenges in learn-

ing multimodal disentangled representations for recommen-

dation:

• One straightforward way to generate multimodal disen-

tangled representation is directly using unimodal disen-

tangled methods to obtain unimodal disentangled repre-

sentation and concatenate them together. However, this

will surely make the learned representation redundant

and not perform well in downstream tasks, because dif-

ferent modalities may share some factor information in

common, e.g., color, and not all factor information will

be useful to recommendation.

• Disentangled factors with explainable semantic mean-

ings in latent representations cannot be easily fixed to

particular dimensions in existing unsupervised represen-

tation learning methods, and attribute information is hard

to align between different modalities.
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• It is difficult to conduct multimodal fusion while pre-

serving useful information from each modality and en-

suring disentanglement in each group of factors simulta-

neously.

To tackle these challenges, we propose a multimodal dis-

entangled recommendation (MDR) model capable of learn-

ing well-disentangled representations which carry both com-

plementary and common information from different modal-

ities. More concretely, we adopt a tailored encoding, fu-

sion, and decoding structure with specially designed disen-

tangled methods to obtain multimodal disentangled represen-

tation. During the encoding process, the input image and text

are encoded into unimodal representations with particular en-

coders respectively. Then the obtained unimodal representa-

tions are fused in a disentangled manner to obtain a multi-

modal representation. During the decoding process, recon-

struction loss is used to preserve adequate input information,

and minimize mutual information among facotrs will guaran-

tee disentanglement, where weak supervision is introduced to

further improve representation explainability. We utilize reg-

ularized information constraints to ensure good explainabil-

ity of the learned multimodal disentangled representations for

recommendation. We further apply the multimodal disentan-

gled representation to recommendation tasks, and experimen-

tal results against several state-of-the-art methods on various

real-world datasets demonstrate that our model outperforms

baseline approaches in terms of both accuracy and explain-

ability.

Our main contributions are summarized as follows:

• We are the first to study the problem of multimodal

disentangled representation for recommendation in a

weakly supervised manner.

• We propose a multimodal disentangled recommendation

(MDR) model which can learn well-disentangled rep-

resentations carrying both complementary and common

information from different modalities, where regularized

information constraints are employed to increase recom-

mendation explainability.

• We utilize our learned representation to recommendation

tasks and conduct extensive experiments to show the su-

periority of our proposed model against several state-of-

the-art baseline methods by validating its effectiveness

in both recommendation accuracy and explainability on

various real-world datasets.

2. RELATED WORK

Multimodal Recommendation. Several multimodal recom-

mendation works [6, 17, 3] aim to learn deep representations

for both users and items from human statistics like shop ids,

item categories, etc. He et al. [1] extracts visual features

of items through deep neural networks for recommendation,

considering the fact that people generally purchase an item

upon visual cognition. Li et al. [18] makes recommendations

based on the information of reviews from other customers.

Chen et al. [7] propose a VECF model utilizing both images

and text reviews for learning multimodal item representations.

Yang et al. [19] also takes advantage of multimodal informa-

tion for recommendation through learning weights for differ-

ent modalities.

Disentangled Representation. Kingma and Welling [11]

propose to utilize Bayesian posterior inference and variational

estimation to learn the controllable factors hidden in the ob-

served data. Higgins et al. [12] propose β − V AE by setting

a weight β for the KL divergence to improve representation

disentanglement learned in [11]. Kim and Mnih [13] borrow

the idea of InfoGAN to optimize the loss function of V AE
Jian et al. [20] utilize methods based on triplets to learn aspect

representations from sentences. To further improve the degree

of disentanglement in representation learning, some weakly

supervised models are introduced [21, 22, 23]. Ma et al. [15]

apply the idea of disentanglement in training of graph con-

volutional networks. They later learn both macroscopic and

microscopic unimodal disentangled representations for users

in recommendation [16].

3. MULTIMODAL DISENTANGLED
RECOMMENDATION

3.1. Multimodal Disentangled Representation learning

In this work, we assume there are two modalities, i.e., im-
age and text, describing each item in recommendation. How-
ever, we remark that our proposed MDR model is applicable
to multiple modalities. The overall architecture of our pro-
posed MDR model is shown in Figure 1. Image Encoding.

We adopt a VAE structure to learn the image disentangled rep-
resentation. The Image Encoder outputs a distribution of dis-
entangled factors behind the input image, whose mean vector
is fi and standard deviation vector is λi.

ImageEncoder(xi) = [fi, λi], (1)

where fi, λi ∈ RN . We denote si ∼ N (fi, λi) as a group of

controllable latent factors following a Guassian Distribution

parameterized by fi and λi. Let si = [u1i, u2i, · · ·, uji, · · ·, umi]

where uji is the j-th attribute with explainable semantic

meanings (e.g., color or shape) and fi = [c1i, c2i, · · ·, cmi],

λi = [δ1i, δ2i, · · ·, δmi], then uji ∼ N (cji, δji), ∀j ∈ [1,m],

where i, j are all integers. Assuming there are totally m at-

tributes, then each attribute occupies N
m

dimensions of si.

Text Encoding. Given an input sentence, we employ gensim
tools 1 to map each word in the sentence to its corresponding
word embedding. As such, the input sentence can be repre-
sented as sentencei = [we1, we2, · · ·, wej , · · ·, wen], where wej

is the embedding of the j-th word of the sentence. The whole

1https://radimrehurek.com/gensim/auto_examples/
core/run_core_concepts.html
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Fig. 1. MDR: the overall architecture of multimodal disentangled representation learning model

sentence representation for sentencei, denoted as ti, can be
obtained by an attention based encoder as follows,

aj = wT
ej M (

1

n

n∑
t=1

wet), bk =
eak∑n
j=1 e

aj
, ti =

n∑
k=1

bk ·wek, (2)

where M is the attention matrix that needs to be learned.We
design a group of attribute extractors for each explainable at-
tribute to obtain corresponding disentangled latent factor from
the highly entangled vector ti.

vji = AEj(ti), j = 1, 2, · · ·, q. (3)

where vji is the text attribute factors, and the disentangled text

representation is obtained by concatenating all vji , which is

zi = [v1i, v2i, · · ·, vqi].

Algorithm 1 Multimodal Disentangled Fusion

Input:
1: visual disentangled representation for itemi, si = [u1i, u2i, · · ·, umi]
2: text disentangled representation for itemi, zi = [v1i, v2i, · · ·, vqi]

Output: multimodal disentangled representation for itemi, ri.
3: For visual-dominant explainable attributes that visual and text signals

share in common, e.g., color and shape, rji = uji + fc(fc([uji, α ∗
vji])), where α ∈ [0, 1] serves as a hyperparameter and fc denotes a

fully connected layer.

4: For other text-dominant explainable attributes shared by both visual and

text signals, rji = vji + fc(fc([α ∗ uji, vji])).
5: For attributes only possessed by visual signals, rji = uji.

6: For attributes only possessed by text signals, rji = vji.
7: For the remaining attributes that could be hardly explained,

we handle them in a fully black-box manner, rblackbox,i =
fc(fc([sblackbox,i, zblackbox,i])), where sblackbox,i and zblackbox,i
denote the unexplainable factors in visual and text signals, respectively.

8: ri = [r1i, r2i, · · ·, rKi, rblackbox,i].

Multimodal Disentangled Fusion. As is shown in Algo-
rithm 1, we fuse explainable attributes shared by both vi-
sual and text signals with residual structure and concatenate
explainable attributes existing in only one modality directly
to the fusion representation. In order to preserve informa-
tion from each modality as much as possible, we take care

of the attributes which can be hardly explained in a black-
box way to generate rblackbox,i through utilizing two fc layers
to fuse these unexplainable latent factors from each modal-
ity together. This process may decrease the degree of dis-
entanglement in multimodal fusion because the disentangle-
ment of rblackbox,i can not be guaranteed. To tackle this issue,
we set regularization constraints (which we call information
constraints) to prevent these black-box factors from contain-
ing too much information, therefore leading the disentangled
factors to contribute more to the final recommendation per-
formance. More concretely, L2 regularization is set for all the
parameters of the two fully-connected layers to restrict the
values of rblackbox,i. These regularization terms will deteri-
orate the ability of the black-box factors to carry unexplain-
able information by pushing the values of more parameters
of the black-box factors towards zero, thus forcing the black-
box factors to contribute less to later recommendation while
explainable factors contribute more. The loss introduced by
the L2 regularization can be written as follows,

lossregi = ||W ||2, (4)

where W refers to all the parameters used to fuse sblackbox,i
and zblackbox,i into rblackbox,i. With above fusion strategies,

we obtain the multimodal disentangled representation ri.

Decoding and Disentangling. For the visual related at-
tributes contained in ri shown in Figure 1, they should contain
enough information to reconstruct the input image xi. Mathe-
matically, the marginal log-likelihood of the observed data xi

given ri in expectation over the distribution of ri given xi and
sentencei needs to be maximized:

max
φ,θ

Epθ(ri|xi,sentencei)log(qφ(xi|ri)), (5)

where θ and φ denote parameters in the encoding-fusion and
decoding process respectively. Besides, some mutual infor-
mation constraints should be set so that the visual related at-
tributes could be disentangled. Since the visual related at-
tributes are obtained from si and zi in an attribute-level fusion
manner, once factors in si and zi are disentangled, the visual

3
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related attributes after fusion will be well disentangled. We
first discuss disentanglement of si and leave the text related
attributes disentanglement later. We need pθ(si|xi), the poste-
rior distribution of si, to be close to the normal Gaussian dis-
tribution, p(si) = N(0, I), where factors are independent and
mutual information among factors are naturally zero. Hence,
the constraints could be formulated as follows,

DKL(pθ(si|xi)||p(si)) < σ, (6)

where σ is positive and the left term is the KL Divergence.
Therefore, the optimal objective could be written as follows
with KKT conditions,

max
φ,θ

Epθ(ri|xi,sentencei)log(qφ(xi|ri))−β∗DKL(pθ(si|xi)||p(si)),
(7)

The first term guarantees ri containing rich input information
and the second term makes si more disentangled. About the
second term, by denoting that the actual distribution of the
disentangled representation si equals to q(si), it can be refor-
mulated as follows,

Ep(xi)DKL(pθ(si|xi)||p(si))) = I(si;xi) +DKL(q(si)||p(si)).
(8)

This indicates that the KL-divergence in Eq (6) can be written

as the sum of mutual information between xi and si and the

KL-divergence between the q(si) and the preset prior distri-

bution p(si). Penalization on the latter term will give rise to

more closeness between the actual distribution and the inde-

pendent prior distribution, thus increasing disentanglement.
In experiments, the first term in Eq (7) corresponds to re-

construction of xi from ri, and we set regularizers as follows
to maximize it,

lossrec,i = ||xi − x′
i||2, x′

i = ImageDecoder(ri). (9)

As for the second KL Divergence term, it could be written as
follows with the assumption that p(si) = N(0, I),

lossKLi = − 1

N

N−1∑
k=0

0.5 ∗
(
1 + λi[k]− fi[k]

2 − eλi[k]
)
, (10)

where λi[k] and fi[k] denote the k-th element in vectors λi and
fi respectively. And the whole regularizer for visual attributes
could be written as:

lossvisual,i = lossrec,i + β ∗ lossKL,i. (11)

Furthermore, weak supervision is introduced to improve
disentanglement of si and locate explainable attributes with
semantic meanings within our expected dimensions of the
latent factors. We label a small number of image attributes
(such as the color of an item) by human annotations and de-
sign several attribute classifiers for the latent factors as shown
in Figure 1. Given itemi, when expecting uji to represent
color, we set a color classifier classifierj for cji whose out-
put is the predicted color category, like red or yellow, etc.
Mathematically,

attji = classifierj(cji), j = 1, 2, · · ·,m, (12)

where attji ∈ Rn and n is the total number of categories for
attribute j. Suppose itemi has a label in terms of attribute
j, which is denoted as a one-hot vector labelji ∈ Rn, then
the weakly supervised loss from classifiers can be written as
follows:

losswsi =
∑
j∈M

CE(labelji, attji), (13)

where M is the set of labeled attributes for item i and CE is

the cross-entropy loss.

The text decoding process is shown in Figure 1. Similar

to the situation within image modality, ri should also con-

tain disentangled text related attributes rji that could recon-

struct the input sentence. The reconstruction process can be

described as follows,

pji = fcj(rji), t′i = (pi ·D)T =

q∑
j=1

pji dj , (14)

where pji is the calculated importance weight for each factor
and D = [d1, d2, · · ·, dj , · · ·, dq]T , each dj is a normalized col-
umn vector which corresponds to a disentangled latent rep-
resentation for each attribute, and the total attribute number
is q. The parameters in D are trainable. Moreover, we intro-
duce two regularizers to guarantee adequate input information
and disentanglement of textual factors in ri, which can be de-
scribed as follows:

losstexti =

g∑
j=1

max(0, 1− tTi t′i+nT
j t

′
i)+ ||D ∗DT − I||, (15)

where nj in the first term represents the mean vector of the

negative sentence randomly sampled from text corpus, and g

is negative sample number. The first term is the reconstruction

loss targeting at pushing t′i to have closer semantic meanings

with current input sentence compared to other negative sam-

ples, while the second term pushes D∗DT closer to an identity

matrix I, targeting at making each row dTji in D to disentan-

gle from others because the inner product of different rows

are induced to be zero. Therefore, the corresponding weights

pji and text related attributes rji that have information only

related to dTji are disentangled. To this end, text related fusion

factors in ri are disentangled.

3.2. Recommendation

The structure of our recommendation framework is shown in
Figure 2. Assuming user A has purchased [item1, · · ·, itemj ],
we need to predict whether she would buy itemi. The whole
process can be formulated as follows:

hk = MDR(sentencek, xk), k = 1, 2, · · ·, j (16)

hi = MDR(sentencei, xi), (17)

whk = DIN attentive(hi, hk), k = 1, 2, · · ·, j (18)

uA =

j∑
k=1

whkhk, (19)

4
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Fig. 2. The structure of our recommendation framework

based on the learned disentangled representation

rel(itemi, A)) = DIN predict(uA, hi). (20)

First, we use MDR model to learn multimodal disentangled
representation for user history items and candidate item i and
obtain hk and hi, respectively. After that, we apply the DIN
attentive mechanism [3] to calculate the importance of each
history item and get a scalar whk and regard the weighted
sum of all hk as the user intention representation. Finally,
both the user intention uA and candidate itemi representation
is sent to the DIN prediction module to predict whether user A
would buy itemi. Denoting rel(itemi, A) as yi

′, the prediction
loss is formulated as follows:

lossA,predi = −yilogy
′
i − (1− yi)log(1− y′

i), (21)

where yi ∈ {0, 1} is the ground truth and yi = 1 means can-

didate itemi is in the set of items that are purchased by users.

y′
i ∈ (0, 1) indicates the predicted relevance between itemi

and the target user.

The Overall Objective. The overall objective is to minimize
the following loss:

lossA,i = γ ∗ lossA,predi +
∑

k∈MA

(lossvisual,k

+losstextk + η ∗ lossregk + μ ∗ losswsk ),

(22)

where γ, μ, β, η are hyperparameters and lossi indicates the

loss of recommending itemi to the target user, MA represents

the set of history items and the candidate item for user A.

4. EMPIRICAL EXPERIMENTS

Datasets. We conduct experiments on three Amazon product

datasets [24], i.e., Amazon Cloth, Toys and Office, contain-

ing rich information about users and items, whose detailed

information is shown in Table 1.

Comparative Approaches. We compare the proposed MDR

model with state-of-the-art methods (i.e., Wide&Deep [6],

PNN [25], DeepFM [17]) using sparse features such as one-

hot embedding as well as other baselines with unimodal dis-

entangled representations (i.e., β-VAE [12], ABAE [14]) and

Table 1. Dataset statistics
Dataset users goods categories behaviors sparsity(%)

Cloth 39387 23033 484 278677 0.031

Toys 19412 11924 366 167597 0.072

Office 4905 2420 279 53258 0.449

0 25 50 75 100 125 150 175
training iteration (×103)

0.50

0.55

0.60

0.65

0.70
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0.80

AU
C
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Wide&Deep
DIN++
PNN
DeepFM
beta_VAE
MDR
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training iteration (×103)
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DIN++
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MDR

(a) Cloth (b) Toys

Fig. 3. AUC for Wide&Deep, PNN, DeepFM, DIN++, β-

VAE, ABAE, and MDR on Amazon Cloth and Toys datasets

concatenated representations of β-VAE and ABAE, denoted

as DIN++.

Model Performance. We adopt the weighted AUC in [3] and

the widely adopted NDCG metrics to evaluate the recommen-

dation performance. Figure 3 depicts the AUCs for various

comparative methods on Amazon Cloth and Toys datasets.

We observe that our proposed MDR model significantly beats

other baselines in all three datasets. Table 2 shows the best

result of AUC and NDCG@10 metrics for different models

on three datasets, illustrating the advantages of our proposed

MDR model.

Table 2. AUC and NDCG@10 for different models
Model Cloth Toys Office

AUC NDCG AUC NDCG AUC NDCG

Wide&Deep 0.7547 0.2278 0.7728 0.2445 0.8030 0.2434

PNN 0.7794 0.2591 0.7945 0.2837 0.8235 0.2705

DeepFM 0.7846 0.2568 0.8046 0.2949 0.8290 0.2673

β-VAE 0.7671 0.2213 0.7849 0.1971 0.8372 0.2740

ABAE 0.6750 0.1399 0.8359 0.1191 0.8157 0.1231

DIN++ 0.7938 0.2396 0.8336 0.2427 0.8671 0.3420

MDR (ours) 0.8070 0.2598 0.8675 0.3048 0.8738 0.3955

Effectiveness of Information Constraints. We conduct ab-

lation study on the effectiveness of our proposed information

constraints. w/o IC in Table 3 show the performance of MDR

model without information constraints ,validating its effec-

tiveness in our MDR model.

Visual Disentanglement. We change dimensions of color

and shape attributes in multimodal disentangled representa-

tion, and use the representation to reconstruct corresponding

images in Figure 4. Each row has 10 pictures whose rep-

resentations differ only in dimensions representing colors or

shapes. Figure 4 (a) shows the changes of visual signals with

respect to dimensions controlling color attribute on the Ama-

zon Cloth dataset, while Figure 4 (b) shows the changes with

respect to dimensions controlling the shape attribute.

5
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Table 3. Ablation Study on Effectiveness of IC
Model Cloth Toys Office

AUC NDCG AUC NDCG AUC NDCG

MDR 0.8070 0.2598 0.8675 0.3048 0.8738 0.3955
w/o IC 0.7893 0.2407 0.8002 0.2336 0.8428 0.2762

(a) Amazon Cloth Color (b) Amazon Cloth Shape

Fig. 4. Visual disentanglement on Amazon Cloth dataset

Text Disentanglement. We try to find out the semantic mean-

ing of attribute v1i, · · · , vqi in Figure 1. For Amazon Cloth

dataset, we can easily observe from Figure 5 that attribute

5 stands for purchase purpose, attribute 11 refers to color,

which shares the same dimensions as that of Figure 4, at-

tribute 13 indicates size and attribute 9 implies material.

Fig. 5. Text disentanglement on Amazon Cloth dataset

In general, the multimodal disentangled representation

obtained by our proposed MDR model shows excellence at

disentanglement and explainability. Particular dimensions of

the learned multimodal disentangled representation are able

to directly indicate particular explainable attributes with se-

mantic meanings. Besides, the information obtained from vi-

sual and text signals is complementary, for example, visual

signals do not contain information about material and brand

which existing in textual information, validating the impor-

tance and necessity of learning disentangled representations

for multimodal information.

5. CONCLUSION

In this paper, we study the problem of multimodal disen-

tangled representation learning for recommendation for the

first time. We propose a multimodal disentangled represen-

tation (MDR) model capable of learning well-disentangled

multimodal representations which carry both common and

complementary useful information across different modali-

ties. Extensive experiments validates the superiority of the

MDR model over existing literature.
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