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ABSTRACT
The problem of cross-modal similarity search, which aims at making
efficient and accurate queries across multiple domains, has become
a significant and important research topic. Composite quantiza-
tion, a compact coding solution superior to hashing techniques, has
shown its effectiveness for similarity search. However, most exist-
ing works utilizing composite quantization to search multi-domain
content only consider either pairwise similarity information or class
label information across different domains, which fails to tackle
the semi-supervised problem in composite quantization. In this
paper, we address the semi-supervised quantization problem by
considering: (i) pairwise similarity information (without class label
information) across different domains, which captures the intra-
document relation, (ii) cross-domain data with class label which
can help capture inter-document relation, and (iii) cross-domain
data with neither pairwise similarity nor class label which enables
the full use of abundant unlabelled information. To the best of our
knowledge, we are the first to consider both supervised informa-
tion (pairwise similarity + class label) and unsupervised information
(neither pairwise similarity nor class label) simultaneously in com-
posite quantization. A challenging problem arises: how can we
jointly handle these three sorts of information across multiple do-
mains in an efficient way? To tackle this challenge, we propose a
novel semi-supervised deep quantization (SSDQ) model that takes
both supervised and unsupervised information into account. The
proposed SSDQ model is capable of incorporating the above three
kinds of information into one single framework when utilizing
composite quantization for accurate and efficient queries across
different domains. More specifically, we employ a modified deep
autoencoder for better latent representation and formulate pairwise
similarity loss, supervised quantization loss as well as unsupervised
distribution match loss to handle all three types of information. The
extensive experiments demonstrate the significant improvement of
SSDQ over several state-of-the-art methods on various datasets.
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1 INTRODUCTION
Compact coding, a commonly used solution to similarity search that
considers both accuracy and efficiency simultaneously, has been
widely explored in the past decade. Compact coding [24] achieves
the goal of accurate and efficient search in databases through con-
verting each data point into a compact representation with short
codes. Typical solutions including hashing [15, 16, 27, 29, 37, 38,
40, 43] and quantization [8, 10, 25] have been extensively investi-
gated by researchers in order to solve the similarity search problem
within a single domain, while less works have been done for cross-
modal retrieval across multiple domains. Among these compact
coding solutions, composite quantization [48], as an enhanced vari-
ant of quantization, has been proved to outperform its hashing
competitors.

However, existing works [3, 17, 44, 49] employing composite
quantization to search multi-domain (cross-modal) data fails to han-
dle the semi-supervised quantization problem because they either
consider pairwise similarity information or (and) labelled infor-
mation across different domains and thus ignore other additional
information such as unlabelled information. Pairwise similarity
information normally refers to the paired cross-domain (modal)
data such that an image and a set of texts/tags describing it are
able to form a pair, which can only capture the intra-document
relation. Labelled information refers to cross-domain (modal) data
with class label in addition to its pairwise similarity relation and
unlabelled information refers to cross-domain (modal) data with
neither pairwise similarity information nor class label information.
In cross-modal similarity search, labelled information can be very
useful in discovering the inter-document similarities and bridging
the gaps between objects from different domains because class la-
bel information is able to explicitly indicate categories that objects
belong to. Unlabelled information, though more likely being paid
less attention compared to labelled information, is more pervasive
in our daily life and can help enhance the robustness of machine
learning models towards noises [53]. As such, all existing literature
on quantization can only capture the intra-document relation, fail-
ing to make use of the labelled and unlabelled information, two
types of helpful resources, for cross-domain (modal) information
retrieval.

In this work, we solve the semi-supervised quantization problem
through considering three kinds of information (i.e., paired, labelled
and unlabelled) simultaneously. The motivation is very intuitive
that incorporating additional useful information from labelled and
unlabelled objects into our model can with no doubt help boost the
search performance. However, these three types of information are
organized in different formats: paired information needs the paired
relationships between two particular objects in different domains;
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labelled information requires a label for each object in different
domains to indicate the category it belongs to; unlabelled infor-
mation even does not provide any guidance for similarity search.
Therefore, all existing works on composite quantization can not
solve the above problem and it is very challenging to jointly take
care of all three sorts of information across different domains in
an efficient way. To overcome this challenge, we propose a novel
Semi-Supervised Deep Quantization (SSDQ) model that takes both
supervised and unsupervised information into consideration. Our
proposed SSDQ model is capable of incorporating the above three
kinds of information into one single framework and utilizing com-
posite quantization for accurate and efficient cross-modal queries
at the same time. To be more concrete, we first employ a modi-
fied deep autoencoder for each domain to obtain a better latent
representation of the input data given the recent success of deep
neural networks in computer vision and multimedia. We then for-
mulate supervised quantization loss (solvable through an iterative
optimization process) to handle labelled information, formulate
pairwise similarity loss through maximum a posterior (MAP) to
handle paired information and formulate distribution match loss
through maximum mean discrepancy (MMD) [28] to handle unla-
belled information. We finally aggregate these three losses together
to form the overall cross-modal retrieval loss and place it on the
top level representation of the deep model so that the deep network
parameters can be optimized through standard back-propagation
(BP). The proposed SSDQ model is optimized through Block Coor-
dinate Descent (BCD) [33] by alternatively learning quantization
parameters (with deep model parameters fixed) and deep model
parameters (with quantization parameters fixed). Experiments on
two real-world datasets demonstrate the significant improvement
of SSDQ over other state-of-the-art methods.

2 RELATEDWORK

Cross-modal Hashing.
There exist some works such as composite hashing and effec-

tive multiple feature hashing [31, 47] examining the multi-modal
representations, which though have a close relation to cross-modal
hashing, are not specifically designed for it.

As a popular compact coding solution, cross-modal hashing
normally maps data from different domains (modalities) into some
common space (e.g., Hamming space) to ensure the comparability
of the hash codes of multi-modality data in the new space. Objects
from different domains may share one unified hash code or possess
their own hash codes separately in the new space. In addition to
designing a good hash function, cross-modal hashing models [2, 4,
5, 7, 9, 11–14, 21, 22, 26, 32, 36, 41, 42, 45, 46, 50–52, 54] focus on
efficiently bridging the gaps between different domains for fast and
accurate similarity search across multiple domains.

Cross-modal Quantization.
Quantization [8, 10], as a fairly new compact coding solution,

has been developed for cross-modal similarity search in recent
years [41]. Composite quantization, an improved version of quan-
tization method shown to be superior to traditional hashing solu-
tions [39, 48], has also been applied to handle effiecient and accurate
cross-modal similarity search [3, 17, 49].

In particular, collaborative quantization [49] maps objects from
different domains (such as images and texts) into a common space
(not necessarily Hamming space) so that the quantized representa-
tions of similar objects from different domains can be forced to align
with each other. Composite correlation quantization [17] adopts
the similar quantization technique as collaborative quantization
but instead uses a different similarity metric, Asymmetric Quan-
tizer Distance (AQD), to calculate the distance between two objects.
Collective deep quantization [3], on the other hand, resorts to two
deep neural networks (convolutional neural network for image
domains and multilayer perceptrons for text domain) and combine
them together with the quantization techniques. Shared predictive
deep quantization [44] assumes that the latent representation space
consists of a shared subspace and two private subspaces where
the shared components and the private components are captured
separately. However, none of these works consider paired similarity
information, labelled information, unlabelled information simul-
taneously and incorporate them into one unified framework to
address the semi-supervised quantization problem.

3 SEMI-SUPERVISED DEEP QUANTIZATION
In this section, we first formally formulate the problem of cross-
modal similarity search and then give a detailed description on our
proposed semi-supervised deep quantization (SSDQ) model.

3.1 Problem Formulation
As a common setting in cross-modal similarity search [48], we as-
sume that a database consists of data from two modalities/domains.
For ease of understanding, we take images and texts as an ex-
ample of two modalities. In image domain, we are given a set
of labelled images {X L, ℓX } = {(x Li , ℓ

X
i )}

nLX
i=1 and unlabelled im-

ages XuL = {xuLi }
nuLX
i=1 . Similarly in text domain, we have a set

of labelled texts {Y L, ℓY } = {(yLi , ℓ
Y
i )}

nLY
i=1 and unlabelled texts

YuL = {yuLi }
nuLY
i=1 . In addition, there are also a set of paired ob-

jects across two domains (such as an image and its text description)
{Xp, Y p } = {(x pi , y

p
i )}

np
i=1. Here x Li , xuLi , x pi ∈ R

1×dX and yLi , y
uL
i ,

y
p
i ∈ R

1×dY denote the feature representation of i-th labelled, un-
labelled, paired image (x ) and text (y) respectively, with dX and
dY as the feature dimension. Besides, we use superscript L, uL and
p to denote corresponding labelled, unlabelled and paired data,
thus nLX , nuLX and np denote the number of labelled, unlabelled and
paired image objects (similar for text objects). For labelled data,
ℓXi , ℓYi ∈ {0, 1}

k , where the 1-value entry indicates the class label
of x Li , yLi and k is the number of categories for images/texts. For
succinctness, we will ignore the corresponding superscript (i.e., L,
uL, p , etc.) in the remaining of this paper when the context is clear.
Our goal is that given an image (or text) query x (or y), find the
closest match sharing the same class label with the query in the
text (or image) domain.

3.2 The Proposed SSDQ Model
It is challenging to simultaneously take care of paired, labelled
and unlabelled data within one framework. Previous quantization
works [3, 17, 49] on cross-modal similarity search only focus on
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the paired data and fail to efficiently deal with all three kinds of
data at the same time. To solve this challenge, we propose SSDQ,
Semi-supervised Deep Quantization, to handle paired, labelled and
unlabelled data within one framework. Given the success of deep
representation in computer vision and natural language processing,
we resort to a modified deep neural network structure to achieve a
better feature representation for both image and text domain. The
proposed SSDQ model first employs a deep autoencoder for initial-
ization, then introduces supervised quantization loss for labelled
data, pairwise similarity loss for paired data and unsupervised dis-
tribution match loss for unlabelled data. Figure 1 gives a detailed
description of the proposed SSDQ model.
Model Initialization.

Deep autoencoder (DAE), as a deep architecture capable of
reconstructing its input data and capturing the data manifolds
smoothly [27] , has been widely used for the model initialization of
deep neural network. Therefore, we follow the existing literature
and initialize our model by resorting to deep autoencoder whose
loss function is as follows.

Lx,DAE =

nx∑
i=1



x̂ i − x i 

 and Ly,DAE =

ny∑
i=1



ŷi − yi 

, (1)

wherex (ory) is the original input to DAE in image (or text) domain
and x̂ (or ŷ) is the output from DAE in image (or text) domain. In
addition, Relu [23], i.e., g(x) = max(0,x), is adopted as the activation
function to mitigate the problem of vanishing gradient. We remark
that other deep model related common settings are the same as
literature and therefore will be omitted in this paper due to the
page limit.
Supervised Quantization Loss.

For the labelled objects from image domain {X , ℓX } =

{(x i , ℓXi )}
nLX
i=1 and text domain {Y , ℓY } = {(y j , ℓYj )}

nLY
j=1, we develop

a novel supervised deep quantization strategy that supports fast
and efficient cross-modal similarity search through approximating
the deep representation of each single database object (image or
text) with a vector composed from a dictionary of base items whose
indices will then form the short code representing this database
object.

For objects in text database, we are given a dictionary
set D consisting of M dictionaries {Dm }

M
m=1 and Dm =

[dm,1, dm,2, . . . , dm,K−1, dm,K ], where K is the number of base
items in each dictionary Dm . We employ the methodology of com-
posite quantization [48] to approximate the top level deep rep-
resentation of each text object z by summing up M base items
(each of which is chosen from only one of the K base items in
Dm ), i.e., z = ∑M

m=1 dm,km . Thus, z can be encoded by a short code
(k1, k2, . . . , kM ) which may take much less space than storing z di-
rectly. Similarly for objects in image database, we use another dictio-
nary setC = {Cm }

M
m=1 whereCm = [cm,1, cm,2, . . . , cm,K−1, cm,K ]

to encode their top level deep representations.
On the one hand, we require the quantization approximation to

be close to the encoded deep representation, i.e.,

min
C




 M∑
m=1

cm,km − z i




2
2

and min
D




 M∑
m=1

dm,km − z j




2
2
, (2)

where z i , z j are top level deep representations for image objects
and text objects, respectively. On the other hand, we also need

the label information to guide inter-document similarity learning
across different domains. Assuming the label contains totally C
classes and the dimensions of top level deep representations for
objects in different domains (databases) are r , we would like to
predict the class labels given the top level deep representations
(or their corresponding compact codes) of the objects in different
databases, which can be formulated in a regression form as follows:

min
W X

nLX∑
i=1




ℓXi −W T
X z i




2
2

and min
W Y

nLY∑
j=1




ℓYj −W T
Y z j




2
2
, (3)

where W X ∈ Rr×C and W Y ∈ Rr×C are classification ma-
trices to assign each object to its predicted class (label). Let
CBi and DF j be the vector representations of ∑M

m=1 cm,km and∑M
m=1 dm,km with Bi =

[
bTi,1, b

T
i,2, . . . , b

T
i,M−1, b

T
i,M

]T and F j =[
f Tj,1, f

T
j,2, . . . , f

T
j,M−1, f

T
j,M

]T , we require bTi,m and f Tj,m to be vec-
tors of K dimensions with the constraint that only one entry has
value 1 and the values of remaining K − 1 entries are all 0. Thus, we
are able to obtain the overall loss function for the deep supervised
quantization by putting Eq (2) and Eq (3) together:

Lquant = min
Θ

nLX∑
i=1




ℓXi −W T
XCBi




2
2
+

nLY∑
j=1




ℓYj −W T
YDF j




2
2

+ η
( nLX∑
i=1




CBi − z i




2
2
+

nLY∑
j=1




DF j − z j




2
2

)
+ τ

(

W X


2
2 +



W Y


2
2

)
(4)

s.t.
M∑
p=1

M∑
q=1,q,p

bTi,pC
T
pCqb i,q = ϵ1

M∑
p=1

M∑
q=1,q,p

f Tj,pD
T
p Dq f j,q = ϵ2,

where Θ =
{
W X ,W Y , C, D, {Bi }

nLX
i=1, {F j }

nLY
j=1, ϵ1, ϵ2

}
and η,

τ control the quantization term, regularization term respec-
tively. We remark that ϵ1 and ϵ2 are used to constrain∑M
p=1

∑M
q=1,q,p b

T
i,pC

T
pCqb i,q and ∑M

p=1
∑M
q=1,q,p f Tj,pD

T
p Dq f j,q to

be constants, which is first introduced by Wang et al. [48] as con-
stant inter-dictionary-element product to fast calculate the distance
between a query and a database object (time complexity O (M ) for
searching).
Pairwise Similarity Loss.

To utilize the pairwise information of paired objects {X , Y } =
{(x i , yi )}

np
i=1, we define Ip(x i , y j ) = 1 (short for Is pair) if object x i

from one domain and object y j from another domain belong to one
pair, and Ip(x i , y j ) = 0 otherwise. Thus, we define the probability
of Ip(x i , y j ) as follows:

P
(
Ip(x i , y j )

)
=δ (⟨z i , z j ⟩)

Ip(x i ,y j )
(
1 − δ (⟨z i , z j ⟩)

)1−Ip(x i ,y j )
, (5)

where z i , z j are the top level representations of x i , y j respec-
tively and ⟨z i , z j ⟩ indicates the inner product of z i and z j , which
is commonly adopted to measure the similarity of x i and y j . Be-
sides, we denote δ (x ) as the sigmoid function δ (x ) = 1

1+exp(−αx ) ,
where coefficient α lies in [0, 1] to avoid the vanishing gradient
problem during back-propagation. We note that a larger value of
⟨z i , z j ⟩ indicates a larger value for P

(
Ip(x i , y j ) = 1

)
(i.e., a higher
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(Initialization)

Figure 1: Framework of the proposed semi-supervised deep quantization (SSDQ) model

probability for Ip(x i , y j ) = 1) and vice versa. Our goal is to max-
imize ∏np

i=1
∏np

j=1 P
(
Ip(x i , y j )

)
, which in turn equals to minimize

− ln
∏np
i=1

∏np
j=1 P

(
Ip(x i , y j )

)
. The loss function Lpair for pairwise

similarity is as follows:

Lpair =

np∑
i=1

np∑
j=1

(
− ln P

(
Ip(x i , y j )

)
=

np∑
i=1

np∑
j=1
−

(
Ip(x i , y j ) ln

1
1 + exp

(
− α ⟨z i , z j ⟩

)
+
(
1 − Ip(x i , y j )

)
ln

exp
(
− α ⟨z i , z j ⟩

)
1 + exp

(
− α ⟨z i , z j ⟩

) )
=

np∑
i=1

np∑
j=1

(
ln

(
1 + exp

(
− α ⟨z i , z j ⟩

) )
+ α

(
1 − Ip(x i , y j )

)
⟨z i , z j ⟩

)
.

(6)

Unsupervised Distribution Match Loss.
Besides labelled data and paired data, there is normally a larger

amount of unlabelled data surrounding us, which may be a rich
information source that can help further improve the accuracy and
robustness [53] of cross-modal similarity search. This being the
case, we will next focus on utilizing unlabelled objects from differ-
ent databases, i.e., X = {x i }

nuLX
i=1 and Y = {y j }

nuLY
j=1 , for cross-modal

similarity search. However, different from labelled or paired data
that is capable of bridging different domains through offering su-
pervised information such as the labels or corresponding pairs, it is
more difficult to connect the unlabelled data from one domain with
that from another domain, which poses a challenging problem to
us. To solve this problem, we resort toMaximum Mean Discrepancy
(MMD) [28] to make connections between top level deep representa-
tions of unlabelled objects in different databases. This is motivated
by MMD’s previous success in cross-domain adaptation and its
capability of constructing regularization terms during feature rep-
resentation learning so that the learned feature representations

in different domains are constrained to be as identical as possible.
Given a number of unlabelled objects from different databases, say
image objects and text objects, we assume that the marginal distri-
butions over the top level deep representations across these two
domains should be similar. More concretely, we employ MMD as
the distance measure for comparisons between these two distribu-
tions. Although it would be more precise, according to the strict
definition of MMD, to first map top level deep representations to
Reproducing Kernel Hilbert Space (RKHS) before the measurement,
we follow existing literature [18] and omit the mapping procedure
for the sake of simplicity. As such, the loss function Lmatch for
unlabelled data across two domains through maximizing the mean
distribution discrepancy is as follows:

Lmatch =






 1
nuLX

nuLX∑
i=1

z i −
1

nuLY

nuLY∑
j=1

z j






2
2

, (7)

where z i , z j are the top level representations for image object (x i )
and text object (y j ) respectively.
Total Loss for Cross-modal Retrieval.

Putting the three loss functions for labelled, paired and unla-
belled data all together, we come up with our complete loss function
for cross-modal similarity search:

Lcross = αLquant + βLpair + γ Lmatch + λLr eд, (8)

where α, β, γ , λ control the relative importance of different loss
terms and Lr eд contains norm-2 regularizations of all the parame-
ters including weights and biases in each layer of deep autoencoder
for both domains. For succinctness, we denote the neural weights
as well as biases in image domain as θX and those in text domain
as θY . We adopt the same way of dealing parameter regularizations
as in state-of-the-art works on deep neural networks and will not
go into details given the page limit. We would like to point out that
placing different losses on top level representation of the SSDQ
model is motivated by the claim from Srivastava and Salakhut-
dinov’s work [34] that cross-modal data possesses more explicit
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relationships in higher level space of deep neural networks, where
more semantic information can be preserved.
Querying.

Given a new query n in image domain, we can easily obtain
its top level deep representation zn . After the training procedure
terminates, any data point y in the text database (same for image
database) can be transformed by our deep structure to its corre-
sponding top level representation zy which in turn is approximated
by its quantized form, i.e., zy =

∑M
m=1 dm,km . Thus the distance

between n and any data point in the text database y can be approx-
imately calculated as follows:

Dist (n, y) =


zn − M∑

m=1
dm,km



2
2

=

M∑
m=1



zn − dm,km


2
2 − (M − 1) ∥zn ∥

2
2 +

M∑
p=1

M∑
q=1,q,p

dTp,kpdq,kq , (9)

where in Eq (9)
M∑
p=1

M∑
q=1,q,p

dTp,kpdq,kq =
M∑
p=1

M∑
q=1,q,p

f Ty,pD
T
p Dq f y,q = ϵ2

equals to a constant ϵ2 according to the second constraint in Eq (2)
and (M − 1) ∥zn ∥22 in Eq (9) is also a constant for any database point
(in vector form) when query zn is given in advance. Therefore, we
ignore these two constant terms when ranking the approximate
distances between a new query and data points in the database as
they have no impact on the ranking result. We first pre-compute
a distance table containing the distances between query zn and
all the base items in every dictionary Dm ∈ D , which takes upto
length MK (K base items in one dictionary times M dictionaries in
total). Thus the calculation of ∑M

m=1


zn − dm,km



2
2, with the two

constant terms in Eq (9) being ignored, will only take O (M ) lookups
in the distance table plus O (M ) additions.

Searching image database given a new query in the text domain
is symmetrically a similar procedure in essential.

4 OPTIMIZATION
After resorting to the Model Initialization procedure for an ade-
quate initialization of SSDQmodel,we utilize fine tuning to enhance
the performance of cross-modal similarity search for SSDQ.

Our goal is to obtain the optimal parameters Θ in supervised
quantization and θ =

{
θX ,θY

}
in deep structure through mini-

mizing Lcross . However, given the fact that optimizing Θ and θ
simultaneously while keeping Lcross minimized is intractable and
difficult, we adopt the Block Coordinate Descent (BCD) [33] optimiza-
tion strategy to alternatively learn the parameters in an iterative
way.

4.1 Optimizing Θ
We fix the deep structure parameters θ to learn Θ which consists of

eight variables:W X ,W Y ,C,D, {Bi }
nLx
i=1, {F j }

nLy
j=1, ϵ1, ϵ2. By rewrit-

ing Eq (4) with the two constraint terms incorporated into the loss
function, we have:

Jquant =

nLX∑
i=1




ℓXi −WT
XCBi




2
2
+

nLY∑
j=1




ℓYj −WT
YDF j




2
2

+ η

( nLX∑
i=1




CBi − zi 


2
2
+

nLY∑
j=1




DF j − z j


2
2

)
+ µ

nLX∑
i=1

( M∑
p=1

M∑
q=1,q,p

bTi,pC
T
pCqbi,q − ϵ1

)

+ µ

nLY∑
j=1

( M∑
p=1

M∑
q=1,q,p

fTj,pD
T
pDq f j,q − ϵ2

)
+ τ

(

W X


2
2 +



W Y


2
2

)
, (10)

where µ is the penalty controlling parameter. We iteratively update
each variable with the others in Θ fixed.

Learning D. Assuming other variables including {F j }
nLY
j=1 andW Y

are fixed, solving D becomes an unconstrained nonlinear optimiza-
tion problem which can be tackled through the L-BFGS algorithm
(limited version of the Broyden-Fletcher-Goldfarb-Shanno algo-
rithm) requiring Eq (10) as well as its partial derivative with respect
to Dm as the input.

∂Jquant

∂Dm
=

nLY∑
j=1

(
2W Y

(
WT

YDF j − ℓ
Y
j

)
fTj,m + 2η

(
DF j − z j

)
fTj,m

+4µ
( M∑
p=1

M∑
q=1,q,p

fTj,pD
T
pDq f j,q − ϵ2

) ( M∑
д=1,д,m

Dд f j,д

)
fTj,m

)
.

(11)

Learning {F j }
nLY
j=1. Optimizing {F j }

nLY
j=1 with other variables in Θ

fixed can be decomposed into nLY subproblems, each of which is
NP-hard [48],

J
quant
j (F j ) =




ℓYj −WT
YDF j




2 + η


DF j − z j


2
+µ

( M∑
p=1

M∑
q=1,q,p

fTj,pD
T
pDq f j,q − ϵ2

)2
. (12)

In essential, Eq (12) is a high-order Markov Random Field prob-

lem which can be tackled through alternatively solving {F j }
nLY
j=1

by employing the Iterated Conditional Modes (ICM) algorithm [1].
More concretely, we first locate the best base item in dictionary
Dm that minimizes Eq (12) through exhaustively searching every
base item in Dm , assuming

∑M
д=1,д,m f j,д are all fixed. Then the

corresponding entry of f j,д is set to 1 and all other entries are set
to 0. This procedure (ICM algorithm) is guaranteed to converge.

LearningW Y . By fixing D and {F j }
nLY
j=1, the optimal solution of

W Y can be computed as follows:

W ∗Y =
(
HHT + τ I

)−1
HLT , (13)

where H =
[
DF 1,DF 2, . . . ,DFnLY −1

,DFnLY

]
∈ Rr×n

L
Y , I is a r × r

identity matrix and L =
[
ℓY1 , ℓ

Y
2 , . . . , ℓ

Y
nLY −1
, ℓY
nLY

]
∈ RC×n

L
Y . For

ease of notation, here we extend scaler ℓYj to its vector form, e.g.,
assuming ℓYj indicates that y j belongs to category j ∈ [1,C], then
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we extend ℓYj to a C × 1 vector whose j-th entry is 1 and all other
entries are 0.
Learning ϵ2. Similarly as the learning ofW Y , we can more easily

calculate the solution of ϵ2 when fixing D and {F j }
nLY
j=1:

ϵ∗2 =
1
nLY

nLY∑
j=1

M∑
p=1

M∑
q=1,q,p

fTy,pD
T
pDq f y,q (14)

LearningC . Similar to the learning procedure of D.

Learning {B j }
nLX
j=1. Similar to the learning procedure of {F j }

nLY
j=1.

LearningW X . Similar to the learning procedure ofW Y .
Learning ϵ1. Similar to the learning procedure of ϵ2.

4.2 Optimizing θ
Similarly, we fix the quantization parameters Θ to learn θ , which
can be efficiently achieved by the well established back-propagation
from the top layers down through the whole deep structure.

Algorithm 1 shows the details of our proposed SSDQ model.

Algorithm 1: Semi-supervised Deep Quantization

Data: {XL , ℓX } = {(xLi , ℓ
X
i )}

nLX
i=1, XuL = {xuLi }

nuLX
i=1 ,

{Y L , ℓY } = {(yLi , ℓ
Y
i )}

nLY
i=1, YuL = {yuLi }

nuLY
i=1 ,

{Xp ,Yp } = {(x
p
i ,y

p
i )}

np
i=1

// Initialization

1 Initialize model parameters Θ and θ .
// Train SSDQ through Block Coordinate Descent strategy

2 repeat
3 Update Θ according to Section 4.1, given top level

representations {zi }nXi=1 {z j }
nY
j=1 obtained through fixed

deep neural network parameters θ .
4 Calculate Lcross (Θ;θ ) by Eq (8).
5 θ

′

← θ − ρ ∗ ∂Lcross
∂θ , where ρ is the learning rate.

6 θ ← θ
′

7 until converge
Result: Optimized Θ, θ

4.3 Complexity Analysis
The time complexity of deep neural network is exactly the same as
state-of-the-art vanilla autoencoder based models. The complexity
of quantization is :O(M2K2d) for inner product tables,O(NMKdTc )
for updating c (similar for updating d) where Tc is the iteration
number, O(NM2) for updating ϵ and O(NMdTlTc ) for updating
Cm (similar for Dm ) whereTl is the number of searches in L-BFGS.

5 EMPIRICAL EXPERIMENTS
In this section, we compare the performance of our proposed SSDQ
model with several state-of-the-art approaches on two web image
datasets, NUS-WIDE [6] and Flickr1M [20] whose detailed statistics
as well as the corresponding parameter settings will be shown in
Appendix A and B.

5.1 Experimental Settings
Comparative Methods. We compare our proposed SSDQ model
with eight state-of-the-art methods including five hashing ap-
proaches, i.e., cross view hashing (CVH) [13], data fusion hash-
ing (CMSSH) [2], semantic correlation maximization hashing
(SCM) [46] semantics-preserving cross-view hashing (SePH) [14],
deep cross-modal hashing (DCMH) [11], and three quantization ap-
proaches, i.e., cross-modal collaborative quantization (CMCQ) [49],
collective deep quantization (CDQ) [3], shared predictive cross-
modal deep quantization (SPDQ) [44]. For the sake of fair com-
parisons, we simply employ SIFT or VGG features as inputs for
shallow models, and feed these features to a 5-layer deep structure
for image domain and a 4-layer deep structure for text domain as
inputs for deep models.
Evaluation Metrics. We evaluate all the algorithms in terms of
two cross-modal search tasks: i) searching texts given images as
queries and ii) searching images given texts as queries. We follow
previous works [17, 49] and adopt two metrics, Precision@T and
MAP@T , to evaluate the searching quality.MAP@T is defined as
the average precision APq@T over all queries:

APq@T =

∑T
t=1 Precision@t · δ (t)∑T

t=1 δ (t)
, (15)

where t is the number of retrieved objects and Precision@t is the
precision of the first t returned objects. Besides, if the tth returned
object shares the same label with the query, then δ (t) = 1, otherwise
δ (t) = 0.

5.2 Experimental Results
Following previous works [7, 17, 49], we report MAP@50 for all
night comparative methods with different lengths of binary codes
ranging from 8 bits to 32 bits on NUS-WIDE (Table 1) and Flickr1M
(Table 2). We note that the length of binary codes is calculated as
follows: assuming we haveM dictionaries each of which has K base
items, then the length of binary codes isM logK .

In general, we observe that using deep features with higher
dimensions can produce more accurate results than using hand-
crafted features (VGG16 features have 4092 dimensions while SIFT
features only possess 500 or 3857 dimensions). The credits of better
searching performances may go to the richer information lying in
the deep representations obtained by pre-trained models.

Specifically, our proposed SSDQmodel significantly outperforms
other state-of-the-art methods on NUS-WIDE dataset and achieves
the best search quality among all the nine comparative methods
on Flickr dataset, with both SIFT and VGG16 features. Besides, we
also observe from both NUS-WIDE and Flickr datasets that the
performances of SSDQ get better as more bits are used, indicating
that our proposed approach can utilize the extra code length more
efficiently to improve search quality.
Precision v.s. Number of Top Retrieved Items. Figure 2 and
Figure 3 present the Precision-#Retrieved Items curves on NUS-
WIDE (SIFT and VGG16) and Flickr1M (SIFT and VGG16) with code
length 32. The results with code length 16 demonstrate similar
patterns and we will present them in supplementary file due to
page limit. In each figure, subfigure (a) shows the results for the
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Task Method NUS-WIDE (SIFT) NUS-WIDE (VGG16)

Text to Image

8 bits 16 bits 24 bits 32 bits 8 bits 16 bits 24 bits 32 bits
CVH 0.3833 0.4009 0.4091 0.4042 0.4226 0.4255 0.4303 0.4246
SCM 0.5470 0.5770 0.5918 0.6092 0.6066 0.6113 0.6191 0.6360

CMSSH 0.3679 0.4256 0.4952 0.5009 0.4209 0.4415 0.4450 0.4529
SePH 0.5209 0.5459 0.5834 0.5793 0.5810 0.5660 0.5981 0.5905
CMCQ 0.5888 0.5951 0.6144 0.6193 0.6155 0.6296 0.6225 0.6969
DCMH 0.5868 0.6258 0.6942 0.7110 0.5944 0.6790 0.7232 0.7662
CDQ 0.6450 0.6519 0.7027 0.7183 0.6170 0.7475 0.7356 0.7738
SPDQ 0.6469 0.6659 0.7172 0.7239 0.6338 0.7531 0.7703 0.7792
SSDQ 0.7250 0.7631 0.8212 0.8315 0.7067 0.8144 0.8480 0.8613

Image to Text

8 bits 16 bits 24 bits 32 bits 8 bits 16 bits 24 bits 32 bits
CVH 0.3942 0.4083 0.4097 0.4154 0.3556 0.3953 0.4087 0.4020
SCM 0.4768 0.4789 0.4974 0.4919 0.4706 0.4819 0.5088 0.5857

CMSSH 0.3691 0.3933 0.4097 0.4223 0.3636 0.3955 0.3934 0.4155
SePH 0.4842 0.4985 0.5095 0.5333 0.5304 0.5483 0.5738 0.5844
CMCQ 0.5026 0.5429 0.5521 0.5846 0.5434 0.5818 0.5861 0.6265
DCMH 0.5254 0.5337 0.6061 0.6195 0.5762 0.6278 0.6284 0.6763
CDQ 0.5536 0.5855 0.6065 0.6273 0.6191 0.6437 0.6727 0.6879
SPDQ 0.5648 0.5929 0.6245 0.6377 0.6305 0.6748 0.6925 0.6993
SSDQ 0.6443 0.7092 0.7450 0.7654 0.7529 0.7834 0.7980 0.8045

Table 1: Mean average precision (MAP@50) comparisons for nine methods on NUS-WIDE (bold font highlights the winner).

Task Method Flickr1M (GIST+SIFT) Flickr1M (VGG16)

Text to Image

8 bits 16 bits 24 bits 32 bits 8 bits 16 bits 24 bits 32 bits
CVH 0.6014 0.5892 0.5987 0.6203 0.6275 0.6314 0.6246 0.6248
SCM 0.6086 0.6160 0.6339 0.6401 0.6465 0.6583 0.6615 0.6789

CMSSH 0.4796 0.4857 0.4935 0.5047 0.4956 0.5068 0.5111 0.5388
SePH 0.6059 0.5964 0.6121 0.6436 0.6326 0.6080 0.6359 0.6686
CMCQ 0.6413 0.6687 0.6914 0.7070 0.7217 0.6849 0.7384 0.7130
DCMH 0.6048 0.6410 0.7415 0.7620 0.6492 0.6710 0.7683 0.7705
CDQ 0.6590 0.7332 0.7712 0.8101 0.6852 0.7938 0.8015 0.8237
SPDQ 0.6665 0.7709 0.7961 0.8219 0.6910 0.8036 0.8111 0.8367
SSDQ 0.7740 0.8276 0.8381 0.8588 0.7966 0.8345 0.8480 0.8716

Image to Text

8 bits 16 bits 24 bits 32 bits 8 bits 16 bits 24 bits 32 bits
CVH 0.4794 0.4918 0.5047 0.5409 0.5140 0.4990 0.5143 0.5641
SCM 0.5325 0.5787 0.5825 0.5882 0.5953 0.6031 0.6186 0.6211

CMSSH 0.4284 0.4336 0.4466 0.4517 0.4449 0.4625 0.4575 0.4982
SePH 0.5806 0.5863 0.6058 0.6201 0.6016 0.6011 0.6211 0.6445
CMCQ 0.6022 0.6235 0.6256 0.6437 0.6274 0.6328 0.6527 0.6639
DCMH 0.6252 0.6480 0.6570 0.6663 0.6772 0.6839 0.6919 0.7005
CDQ 0.6768 0.6851 0.7334 0.7403 0.6920 0.7096 0.7346 0.7486
SPDQ 0.6962 0.7135 0.7475 0.7537 0.7172 0.7405 0.7627 0.7692
SSDQ 0.7557 0.8121 0.8415 0.8500 0.7839 0.8393 0.8477 0.8546

Table 2: Mean average precision (MAP@50) comparisons for nine methods on Flickr1M (bold font highlights the winner).
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Figure 2: Precision with different numbers of top retrieved items on NUS-WIDE with code length 32
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Figure 3: Precision with different numbers of top retrieved items on Flickr1M with code length 32

task of retrieving images given texts with SIFT features, subfigure
(b) shows the results for the task of retrieving texts given images

with SIFT features, subfigure (c) illustrates the results for the task of
retrieving images given texts with VGG16 features and subfigure (d)
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Figure 4: The influence of varying the number of available unlabelled and labelled samples on the performance of SSDQ
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Figure 5: The study on parameter sensitivity for SSDQ

shows the results for the task of retrieving texts given images with
VGG16 features. It is obvious that our proposed SSDQ model beats
all its comparative partners in all scenarios, which is consistent
with the MAP@50 results presented in Table 1 and Table 2.

Varying quantities of unlabelled and labelled samples. As our
SSDQ model requires three input sources, i.e., paired data, labelled
data and unlabelled data, we evaluate how the number of unla-
belled and labelled samples in training procedure affects the search
quality in Figure 4. Figure 4(a) and Figure 4(c) display the impact
of available unlabelled training samples on the search quality of
SSDQ for the task of image retrieval (given texts) and text retrieval
(given images) respectively. We can observe that there exists an
improvement in the search quality of SSDQ when more and more
unlabelled data becomes available for training on all three datasets
for both tasks. Similarly, the impact of available labelled training
samples on SSDQ’s search quality is presented in Figure 4(b) and
Figure 4(d), which shows a similar trend in the improvement. A
further comparison between Figure 4(a) and Figure 4(b) (also Fig-
ure 4(c) and Figure 4(d)) illustrates the improvement in MAP@50
brought by the increasing number of labelled samples has a sharper

upward slope than that brought by the increasing number of un-
labelled samples. This is probably due to the reason that labelled
samples can provide extra supervised guidance in determining the
similarities between two cross-modal samples. Besides, we would
like to point out that the number of training samples is increased
simultaneously and equally for both domains (image and text) to
avoid information from one modality dominating the other.

Sensitivities of controlling parameters. Last but not least, we
test the sensitivity of controlling parameters on all datasets for
both tasks in Figure 5. As shown in Equation (8), α , β , and γ control
the relative importance of supervised quantization loss, pairwise
similarity loss and unsupervised distribution match loss respectively.
Figure 5 demonstrates that our proposed SSDQ model is generally
insensitive to different parameter settings. Moreover, we observe
that the value of optimal α is greater than the value of optimal β and
γ , which emphasises the importance of labelled data in cross-modal
similarity search. This again validates our motivation for utilizing
labelled data to enhance the cross-modal search quality.

6 CONCLUSIONS
Cross-modal similarity search is quite an interesting and practi-
cal research topic in both academy and industry. We resort to the
combination of compact coding solution and deep structure rep-
resentation for fast and accurate similarity search in this paper.
We present a a semi-supervised deep quantization model (SSDQ)
that is capable of simultaneously considering three categories of
information, i.e., paired data, labelled data and unlabelled data, for
fast and accurate similarity search across different domains (modal-
ities). The proposed model aggregates three losses (each of which is
designed to handle one type of information accordingly) together to
form an overall cross-modal loss and place it on the top level repre-
sentation of the neural network for joint optimization. Experiemnts
on real-world datasets have demonstrated the advantages of the
proposed SSDQ model over existing approaches.
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A DATASET PREPROCESSING
NUS-WIDE [6] is a public web image dataset containing 269648 web
images annotated by 5018 unique tags in total. We extract images
as well as their tags from 10 categories including bird, building, car,
cat, dog, fish, horse, flower, mountain and plane. For objects in text
domain, the most frequent 1000 tags are used to constitute the 1000-
dimensional tag occurrence input vectors. For objects in image do-
main, the 500-dimensional SIFT [19] features and 4096-dimensional
VGG16 features [30] pre-trained on ImageNet are adopted as in-
put separately, resulting in two variants of the dataset which are
denoted as NUS-WIDE (SIFT) and NUS-WIDE (VGG16) respectively.

Flickr1M [20] contains 1M images associated with tags from
Flickr, 25K of which are labelled with 38 concepts. In text do-
main, we select the most frequent 1000 tags and construct a 1000-
dimensional vector extracted from tag occurrences to represent
each object. In image domain, we adopt a 3857-dimensional vector
consisting of local SIFT and global GIST features [35] as the rep-
resentation for each object, denoted as Flickr1M (SIFT). Similarly,
we also have a Flickr1M (VGG16) variant with 4096-dimensional
pre-trained VGG16 features as input.

The statistics of each datasets are shown in Table 3.

Dataset |XuL | |X L | |YuL | |Y L | |X p |( |Y p |) #Query
NUS-WIDE 15000 5000 15000 5000 5000 1000
Flickr1M 15000 5000 15000 5000 5000 1000

Table 3: Statistics of NUS-WIDE and Flickr1M

B PARAMETER SETTING
For both NUS-WIDE and Flickr1M, we adopt a 5-layer deep struc-
ture for image domain and a 4-layer deep structure for text domain,
which is inspired by Wang et al.’work [36]. Detailed settings of the
deep model for each dataset are presented in Table 4. We conduct
cross-validation on the training data to set α = 1, β = γ = 0.5.
Furthermore, the learning rate, the decay and momentum are set
to 0.0001, 0.8 and 0.8 respectively.

Dataset Image Domain Text Domain
NUS-WIDE (SIFT) 500 − 512 − 128 − 128 − 64 1K − 512 − 128 − 64

NUS-WIDE (VGG16) 4096 − 1024 − 256 − 128 − 64 1K − 512 − 128 − 64
Flickr1M (GIST+SIFT) 3857 − 1024 − 256 − 128 − 64 1K − 512 − 128 − 64
Flickr1M (VGG16) 4096 − 1024 − 256 − 128 − 64 1K − 512 − 128 − 64

Table 4: Deep model settings for NUS-WIDE and Flickr1M

C SUPPLEMENTARY EXPERIMENTAL
RESULTS

The visualized results for Precision v.s. Number of Top Retrieved
Items on NUS-WIDE and Flickr1M with code length 16 are shown in
Figure 6 and Figure 7.
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Figure 6: Precision with different numbers of top retrieved items on NUS-WIDE with code length 16
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